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Abstract

Light field microscopy (LFM) is an emerging technique
for volumetric fluorescence imaging, but widespread use is
hampered by its poor spatial resolution. Using diffraction-
based analysis we show how this degraded resolution arises
because conventional LFM aims to sample four dimensions
of the light field. By instead prioritizing 3D volumetric in-
formation over 4D sampling, we can optically interfere cer-
tain redundant angular samples to allow higher spatial res-
olution while maintaining enough angular information for
depth discrimination. With this in mind, we design a num-
ber of aperture plane sampling schemes, characterize their
frequency support and invertibility, and describe how their
relative performance depends on the operating signal-to-
noise regime. With simulations and a prototype, we demon-
strate a time-sequential amplitude mask-based acquisition
approach that outperforms conventional LFM in terms of
both spatial resolution and axial field of view.

1. Introduction
Light field microscopy (LFM) is a technique for multi-

plexing volumetric information onto a two-dimensional im-
age sensor [26]. LFM has been applied widely to fields
such as neuroscience [12, 41, 40], polarization microscopy
[39], and particle flow imaging [10, 15]. Although offering
great promise, the current primary limitation of LFM is its
poor spatial resolution relative to slower volumetric imag-
ing techniques such as confocal and light sheet [22, 46].

In this paper, we sought to understand the fundamen-
tal sources of the poor spatial resolution of fluorescence
LFM, and with that knowledge to develop approaches for
improving the resolution. Although pioneering work (e.g.
[28, 7]), has tried to overcome the pixel-count resolution
limit of light field imaging, we build on recent related work
to demonstrate how on the size scale relevant to microscopy,
diffraction and noise ultimately limit performance [11, 32].

We assert that it is possible to improve upon the spa-

Figure 1. Aperture interference increases spatial resolution. (left)
Conventional methods for recording spatio-angular samples of the
light field: lenslet array, camera array, and image set captured with
pinhole aperture masks [51]. Simulated wave optics pixel back-
projection illustrates loss of spatial resolution not apparent with
ray optics analysis. (right) Interference of light passing through
multiple regions of the aperture transmits high spatial frequencies,
at the cost of degraded angular information. In this paper, we will
show how extraneous angular information can be traded for im-
proved spatial resolution while maintaining axial field of view.

tial resolution of LFM due to a dimensionality gap. Con-
ventional lenslet-based LFM is fundamentally designed to
record four dimensions: two spatial dimensions, sampled
by the lenslet array, and two angular dimensions, sampled
by the pixel array [26]. High angular resolution is achieved
by sampling from one small, compact region of the aper-
ture at a time. For fluorescence, however, one is generally
only interested in the three dimensions that parametrize the
emission intensity of each specimen voxel. In particular,
fluorescence emission, similar to diffuse reflection, is inco-
herent and essentially isotropic [35]. Incoherence implies
an imaging system linear in intensity, and isotropy implies



that certain angular measurements may be redundant.
This dimensionality mismatch, or dimensionality gap

[36, 24], suggests that there may be room to improve the
spatial resolution of the LFM tomographic approach while
preserving equivalent volumetric information [26]. In par-
ticular, by not limiting the sampling scheme to small, com-
pact regions of the aperture, we conjectured that it may be
possible to trade extraneous angular resolution for spatial
resolution while maintaining a large axial field of view.

We thus hypothesized that by altering the spatio-angular
sampling scheme, we could increase spatial resolution be-
yond simple pixel-count considerations. Indeed, we demon-
strate that by combining angular samples in a manner that
takes diffraction and interference into account while specifi-
cally targeting 3D as opposed to 4D reconstruction, one can
outperform the spatial resolution achieved with the ‘conven-
tional’ light field sampling approach that does not combine
angular measurements. Our results stem from the initial ob-
servation, sketched out in Fig. 1, that in the realm of of wave
optics, by interfering light from across multiple regions of
the aperture it is possible to record high spatial frequency
information across a reasonable depth of field.

Insights In this paper, we sought to understand and im-
prove upon the diffraction-limited resolution limits of fluo-
rescence LFM. Our core contributions are:

• We describe the diffraction-based resolution limits of
conventional LFM and analyze the resolution of alter-
native spatio-angular sampling strategies that incorpo-
rate aperture interference.

• We explore the impact of noise and specimen bright-
ness on resolution performance, and compare aperture-
mask based strategies with focal stack sampling.

• We propose a number of implementation designs, each
with potential benefits in certain noise regimes.

• We evaluate in simulation and demonstrate with a pro-
totype microscope the predicted enhancement of spa-
tial resolution and axial field of view beyond LFM.

Overview of limitations So as to facilitate higher level
understanding of aperture-interference and the resolution of
LFM, we restricted the scope of our analysis in a few ways:
we used temporal multiplexing as opposed to spatial multi-
plexing for recording different angular samples; to maintain
analogy with fixed focal plane LFM, we limited most analy-
sis to amplitude aperture masks; we assumed uniform one-
photon illumination, and thus do not compare with coded
illumination techniques such as confocal or light sheet; and
we ignored scattering. In the discussion section, we de-
scribe the impact of these restrictions and how our current
analysis can inform future work.

2. Related work

Light field photography Inspired by the 4D light field,
a geometrical optics parametrization of the light rays em-
anating from a macroscopic scene [25], light field photog-
raphy measures both spatial and angular information about
the light entering a camera. There exist many schemes for
recording a light field, also referred to as plenoptic or inte-
gral imaging, including those that use camera arrays, am-
plitude masks, or lenslet arrays, as schematized in Fig. 1
[52, 37, 28, 34]. The lenslet design in particular is popu-
lar because it enables single snapshot light field capture in a
compact device [3, 37]. Unfortunately, with this design the
choice of lenslet pitch dictates a direct tradeoff between spa-
tial and angular resolution (and axial field of view) [37, 17].
Because of the increased flexibility for design and analy-
sis, in this paper we use an aperture-plane amplitude mask
approach for sampling the light field [28].

Light field microscopy LFM was introduced by Levoy et
al. [26, 27], using a ray-optics model for reconstruction.
By accurately modeling the diffractive propagation of light
through a lenslet array, Broxton et al. [9] were able to in-
crease the reconstructed resolution of lenslet based fluores-
cence LFM. Although pointing towards the high potential
utility of LFM, the resolution was ultimately still limited
and plagued by artifacts near the native focal plane. Cohen
et al. [12] removed this native plane artifact by inserting a
cubic phase mask in the aperture plane of the lenslet LFM,
however, at the cost of decreased maximum spatial resolu-
tion. Nevertheless, the poor resolution of even state-of-the-
art fluorescence LFM has become apparent in applications
such as neuronal imaging [41, 46].

Super-resolution light field imaging Much previous
work has focused on overcoming the pixel-count tradeoff
of light field imaging [44, 47, 28, 7, 30, 34]; in the realm
of microscopy, however, diffraction and not pixel-count
is ultimately the limiting factor. Further, previous papers
about light field resolution focused on the realm of photog-
raphy and have not focused on incorporating wave-optics
[37, 28, 24, 29]. Wei et al. [49] additionally explored the ad-
vantages of including aberrations, as well as irregular sam-
pling schemes. In contrast to these works, our goal is to
understand the upper bound resolution limits of LFM in the
context of diffraction.

The dimensionality gap There is an initial discussion of
the dimensionality gap in the paper that introduced LFM
[26]. By analyzing light field sampling in the 4D frequency
domain, Ng [36] proposed that the set of all full-aperture
photographs, focused at any depth, lies on a specific 3D



manifold in 4D Fourier space. Dansereau et al. [13] identi-
fied this manifold as a hypercone, and showed that by dig-
itally filtering a captured light field with a hypercone pass-
band, one can increase the signal-to-noise ratio (SNR) of
the recovered extended depth of field image.

Levin et al. [24] perform an in-depth analysis of the ef-
ficiency with which different imaging schemes sample the
3D focal manifold, including focal sweep, cubic phase mask
wavefront coding, and random amplitude coded aperture.
With an emphasis on recovering extended depth of field im-
ages, they show how a multi-focal ‘lattice lens’ yields rea-
sonable resolution across a large depth of field. Although
including a supplemental section devoted to derivations that
incorporate wave optics, they do not incorporate these wave
optics considerations into their design criteria, and conclude
that if the system dimensions are large, as is generally true
in photography, then a geometric model is adequate. Addi-
tionally, for the random coded aperture, they conclude that
the resolution is limited by the size of each individual hole.

In contrast, we focus explicitly on application to LFM:
we ask what can be gained by not aiming to separately sam-
ple light from each angle, but rather by combining multi-
ple angular samples into each measurement. Additionally,
by incorporating diffraction, we show and then leverage the
non-trivial interaction, i.e. interference, between openings
in a coded aperture.

Coded apertures This paper is not the first to investi-
gate amplitude aperture coding for light field or volumet-
ric imaging. In the graphics and computer vision com-
munities, coded aperture photography has been applied to
recording an extended depth of field image and a depth map
[47, 18, 24, 54, 55, 21, 23, 20, 53], or recovering a light
field [47, 34]. Sequences of images have also been used to
fill in information that is missing in a single image [5, 28].
Closest to our work is programmable aperture photography,
proposed by Liang et al. as a way to acquire high resolution
light fields [28]. Fundamentally, this work aimed to over-
come the pixel-count resolution limit by capturing a tempo-
ral sequence of images filtered by different aperture plane
masks, each at the full sensor resolution. Further, to over-
come the low light throughput of a single aperture pinhole,
they implemented a multiplexing approach that simultane-
ously opened multiple pinholes. Since the target application
was photography, however, unlike in this paper they ignored
the resolution or depth of field consequences of different
aperture designs in the context of diffraction. As diffraction
is the result of a nonlinear interference effect, it cannot be
modeled simply using a linear multiplexing analysis [50].

In the optics community, addressing a similar problem
from a different perspective, coded aperture sequences have
been used for phase space imaging of the coherence proper-
ties of a laser beam, or for localizing sparse point emitters in

3D in scattering media [48, 31, 32]. Although briefly hint-
ing at the resolution improvements attainable with a multi-
plexing approach, Liu et al. [32] focus on the potential light
throughput and compressive sensing advantages of such an
approach. In related work, Chang et al. [11] use apertures
of multiple sizes to increase the resolution of a macroscopic
reconstructed 4D Wigner distribution, but do not investigate
how such an approach can benefit volumetric microscopy.
Annular pupil coding microscopy has been discussed in
the context of increasing planar resolution or depth of field
[43, 42]. Wavefront coded angular tomographic sampling
has been used to reconstruct macroscopic 3D volumes [33].
We extend these works by using the coded aperture frame-
work to understand the diffraction-induced limits specifi-
cally of 3D volumetric fluorescence LFM.

Incoherent volumetric imaging Before delving into an
analysis of LFM, it is worth highlighting that LFM is just
one of many possible solutions to the general problem of in-
coherent volumetric imaging, also known as focal tomogra-
phy. Focal stack deconvolution is the most obvious method,
in which a temporally or spatially multiplexed sequence of
images focused at different planes in the sample are cap-
tured and then jointly deconvolved [4, 1, 2]. However, fo-
cal stack techniques run into trouble when imaging large
axial fields of view with a limited image budget [8]. Im-
age space coding techniques have been proposed as an al-
ternative, but have not yet been widely transferred to the
microscopy realm [8]. In contrast to these techniques that
use phase coding to adjust or extend focus, and in seek-
ing an understanding of the limits of specifically LFM, we
investigate the diffraction-imposed limits of spatio-angular
sampling based microscopy that maintains a single primary
plane of focus; we do, however, also make a comparison
with focal stack and demonstrate when our approach may
be advantageous.

3. Analysis

Aperture interference We consider both lateral and axial
resolution in the 3D spatial frequency domain, (kx, ky, kz).
To measure imaging performance we use the incoherent de-
focus optical transfer function (OTF), defined as the 3D
Fourier transform of the incoherent point spread function
(PSF) [43, 6]. By describing axial resolution in addition to
the commonly analyzed lateral resolution, the 3D OTF can
serve as a basis for comparing aperture mask designs for
volumetric imaging applications.

A useful feature of the defocus OTF is that it can be com-
puted or visualized directly from a given aperture mask,
without even computing the associated PSF. The defocus
OTF is the 3D autocorrelation of the generalized aperture
[35]. The generalized aperture extends the 2D coherent am-



plitude transfer function, ATF (kx, ky), to 3D by incorpo-
rating the phase associated with the propagation of light as
it defocuses. In our case, ATF (kx, ky) is just the aperture
mask function. The generalized aperture, ATF (kx, ky, kz)
is then the projection of the 2D aperture mask onto the sur-
face of a spherical shell in (kx, ky, kz) space, also known as
the Ewald sphere, as shown in the top of Fig. 2.

ATF (k) = ATF (kx, ky)�(kz �
q
k2 � k2x � k2y) (1)

OTF (k) = ATF (k) ?3 ATF (k) (2)

where k = (kx, ky, kz), k = n2⇡/� is calculated from the
wavelength � in refractive index n, and ?3 is 3D autocorre-
lation. See Supplement for more detail.

The defocus OTF enables fast assessment of the merits
of various aperture mask schemes. This is most easily illus-
trated with the toy model in Fig. 2 of a 1D aperture and a
specimen spanning just one lateral and one axial dimension.
As a first analysis, we tested our hypothesis that the inter-
ference from an aperture with two pinholes would transmit
more information than the low pass filter of a single pinhole.

In Fig. 2 we compare four 1D aperture mask configura-
tions: 1) a single pinhole, or the LF-pinhole sweep, which
emulates conventional LFM; 2) two pinholes moved sym-
metrically about the optical axis, or the symmetric sweep; 3)
two pinholes with the first pinhole fixed at the aperture edge,
and the second pinhole scanned across the aperture, or the
anchored sweep; and 4) two pinholes scanned through all
combinations of aperture locations, or the complete sweep.
In Fig. 2 we plot for each configuration the defocus OTF
support of one aperture mask in the sequence, the union of
the defocus OTF of all aperture masks in the sequence, and
an example PSF. A few conclusions emerge:

1) The interference of light passing through two pinholes
enables detection of lateral and axial spatial frequencies
wholly inaccessible with LF-pinhole, suggesting the poten-
tial of higher resolution than is possible with standard LFM.
However, as is the case with all single objective, widefield
illumination techniques, we observe that LFM and all aper-
ture mask techniques are subject to the missing cone prob-
lem and an inability to perform true optical sectioning [35].

2) Scanning all possible configurations of two pinholes,
in the complete sweep, samples all possible spatial fre-
quencies that are transmitted through a fully open aperture.
However, the number of images required to capture this
sweep is large compared to the other methods, and is po-
tentially inefficient for capturing volumetric information.

3) The anchored and symmetric sweeps each sample a
subset of the possible frequencies, but do so differently: the
anchored sweep samples all kz values at least once, whereas
the symmetric sweep samples only small kz values, and thus
does not provide axial resolution. Asymmetry about the op-
tical axis is thus important for achieving axial resolution.

Figure 2. Defocus OTF as an analysis tool. Here we show the 2D
x-z planar case. (top) The defocus OTF can be derived directly
from an aperture mask, as the autocorrelation of the generalized
aperture. The 3D PSF is the 3D Fourier transform of the 3D de-
focus OTF. (bottom) Increased spatial frequency content is acces-
sible with a two-pinhole aperture mask. First column schematizes
each aperture sequence; second column demonstrates for an ex-
ample mask the OTF coverage (in red) superimposed on the OTF
of a fully open aperture (in gray); third column plots the overall
defocus OTF coverage of the mask sequence; and fourth column
shows the PSF corresponding to the example mask.

Scanned aperture mask design principles In the pre-
vious section, we observed promising hints that the two-
pinhole aperture could yield improvements over LF-pinhole
capture. To better define the advantages and disadvantages
of each mask sequence, however, we need to better describe
the desired characteristics of a sequence of defocus OTFs
corresponding to a sequence of aperture masks. Three pri-
mary properties stand out:

1) Frequency space coverage The aperture mask se-
quence should transmit as many lateral and axial spatial fre-
quencies as possible.

2) Frequency space invertibility The samples must have
diversity to enable separation of different frequency compo-
nents, particularly in the axial direction. As an example, one



image from a fully open aperture focused at a single plane
does sample all spatial frequencies, but does not contain 3D
information (see Supplement for further discussion).

Invertibility is also related to the SNR of each frequency.
As we will explore, SNR can be distributed unevenly: cer-
tain aperture mask sequences may provide better SNR at
higher spatial frequencies, but worse performance at lower
frequencies. The choice of aperture sequence may thus de-
pend on properties of the specimen to be imaged.

We can quantify this design principle using the singular
values of the frequency domain measurement matrix. Let
M 2 Cn

kx

n
ky

N⇥n
kx

n
ky

n
kz be the measurement matrix ,

where N is the number of aperture masks in a sequence.
We normalize M appropriately to account for the fact that
some aperture masks transmit less light than others. See
Supplement for a more detailed derivation.

If N = nkz , then M is a square matrix and potentially
invertible. We can use the singular value decomposition
(SVD) to estimate the invertibility of M , or more specif-
ically, to estimate how many separable components M is
capable of encoding. The singular values represent the gain
with which inputs to a matrix are filtered. In particular, one
can estimate the ‘rank’ of a matrix, or the number of linearly
independent columns, by counting the number of singular
values above a threshold:

R =

X

i

1[|�i(M)| > T ] (3)

where R is our measure of invertibility, 1 is the indicator
function which takes the value 0 if the argument is false and
1 if it is true, �i(M) is the ith singular value of M , and
T is the appropriate threshold. In our case, that threshold is
determined by the noise characteristics of the system, which
we will describe more in following sections. In this context,
the rank of the frequency domain measurement matrix M
conveys information about the spatial resolution and depth
of field of the reconstruction. See Supplementary Fig. S2
for further discussion.

3) Minimal number of images. While the complete
sweep approach of Fig. 2 satisfies the first two criteria, it
requires an unwieldy number of images - approaching N2

!

images for a 2D aperture, whereas LF-pinhole requires only
N2. Our goal is thus to improve upon the complete sweep
by finding aperture mask sequences that match its frequency
coverage and invertibility while minimizing the number of
images required for volumetric reconstruction.

4. Aperture mask design
Efficient aperture-interference codes We define an
Aperture-interference Light Field (ALF) microscope as one
that harnesses spatio-angular sampling for volumetric imag-
ing, like conventional LFM, but that also utilizes interfer-
ence from multiple points across the aperture to increase

Figure 3. Scanned aperture mask design comparison. (top row)
Schematic showing a subset of the aperture mask patterns for each
indicated sequence. Each color represents a different mask. (mid-
dle row) Max-projection across k

x

of 3D OTF support for each
sequence. (bottom row) Rendering of 3D OTF support. Colors
correspond with those in top row. Each sequence consists of 25
masks. Focal stack OTF is the real component of the OTF for a
single image (the absolute value, however, solidly fills in the entire
gray region). For the other four designs, each color indicates the
support corresponding to a single mask in the capture sequence.
These mask sequences are used for the next two figures as well.

spatial resolution while preferably maintaining angular res-
olution. The complete sweep of Fig. 2 is an extreme ex-
ample of ALF. It essentially measures one (kx, ky, kz) sam-
ple of the defocus OTF at a time, plus a DC term. One
can improve upon it by determining which measurements
can be taken simultaneously without substantially degrad-
ing the performance of the volume recovery. We hypothe-
size this increased efficiency to be possible because of the
dimensionality gap from a 4D light field to a 3D volume.
We discuss three specific approaches below. For compari-
son, we refer to the scanned aperture analog of conventional
LFM as LF-pinhole, which uses same-size non-overlapping
circular apertures spaced on a rectilinear grid. For a reader
familiar with light field photography, LF-pinhole directly
captures 2D planes at fixed u and v of the 4D light field
of (x, y, u, v), where u and v are discretized based on the
pinhole sampling grid. With ALF, we sample more com-
plicated manifolds of the 4D space, since we are ultimately
trying to find f(x, y, z), not f(x, y, u, v) .

ALF-circles: The first approach extends the tomographic
sampling of LF-pinhole, but combines short depth of field,
high lateral resolution images with large depth of field, high
axial resolution images [11]. In particular, ALF-circles fol-
lows this recipe: for each of the same grid locations as
the centers of LF-pinhole openings, the aperture mask is
an open circle centered on that grid location but with a di-
ameter large enough to touch the border of the full aperture.
Hence the central grid position uses the full aperture while
off-axis grid positions use smaller aperture openings. As



shown in Fig. 3, by visual inspection, this sequence pro-
vides high coverage and reasonable invertibility.

ALF-rings: The second design takes advantage of the
isotropic quality of fluorescent emission to yield a more ef-
ficient 2D version of the complete sweep. This is similar to
ALF-circles, except that centered on each grid location we
use a thin ring instead of an open circle. This records large
depth of field, angled Bessel beam projections through the
sample (whereas LF-pinhole produces Gaussian beam pro-
jections) [38, 16]. The ring width trades off depth of field
for light throughput. As evident in Fig. 3, in contrast to
ALF-circles, each ALF-rings aperture samples a thin kz ex-
tent for each kx value, providing reasonable coverage and
invertibility. The sampling is similar to that of the complete
sweep, but multiple kx values are measured simultaneously,
and thus fewer overall images are required. Future designs
would likely benefit from dithering the center positions so
that they do not lie on a perfect grid. In the Supplement, we
also discuss simplified variants of this scheme.

Random masks: For comparison, we include the ran-
dom mask design of [32], which consists of a sequence of
non-overlapping random masks, such that every point in the
aperture is sampled once throughout the sequence. As seen
in Fig. 3, this offers a speckled sampling of the OTF. The
irregular sampling of this approach potentially has benefits
for minimizing aliasing [9, 49], although with pupil plane
sampling aliasing likely plays a less noticeable role. For
later simulations, we also analyze a random mask sequence
where for each mask, 50% of the aperture is open, which
has overlap between masks but transmits more light.

Noise In Fig. 3, we visually examine the high sig-
nal (essentially noise-free) frequency support of the above
three mask designs, compared against LF-pinhole and fo-
cal stack. We observe that ALF-pinhole, ALF-rings, and
random mask offer significantly more coverage than LF-
pinholes, as well as a degree of invertibility.

In the low-light realm of fluorescence microscopy, how-
ever, Poisson noise is important in determining what fre-
quencies are actually recoverable. For scientific cameras,
read noise is generally negligible. Because Poisson noise at
each pixel is independent of the noise at neighboring pix-
els, the noise power spectrum is flat across spatial frequen-
cies with a mean-square magnitude equal to the mean sen-
sor pixel value. In the Supplement, we validate this with a
Monte Carlo simulation.

We can explicitly compute the mean-square SNR at each
spatial frequency as a function of specimen brightness for
each mask, using the information theory definition [45]:

SNR(k) =
Psignal

Pnoise
=

|A ·N ·OTF (k)/OTF (0)|2

A ·N
(4)

where Psignal is the mean-square signal intensity per fre-
quency, Pnoise is the mean-square noise intensity per fre-
quency, A is the fraction of the full aperture that is open for
a given aperture mask, and N is the mean number of pho-
tons per sensor pixel with the aperture fully open (which
quantifies specimen brightness consistently across masks).

To analyze the impact of SNR, we selected a reasonable
though arbitrary threshold of SNR(k)  1 as the value at
which signal is difficult to recover. This occurs when |A·N ·
OTF (k)/OTF (0)| 

p
A ·N . Thus, for a given aperture,p

A ·N can be seen as a noise floor to compare against the
signal at each frequency. This is not a hard boundary, and
key observations are insensitive to the exact value.

We can also use this concept of the Poisson noise floor
to establish the threshold T for computing the invertibility
R of an aperture mask sequence, as defined in Eq. 3. In
particular, if N is the mean number of photons arriving at a
sensor pixel during one exposure for a fully open aperture,
then

p
N is the noise threshold in the frequency domain.

Let Aq be the fraction of the full aperture that is open for a
given aperture mask q. As described in the frequency space
invertibility section, we incorporate Aq directly into compu-
tation of the singular values, and thus the signal associated
with a singular value si, which is computed jointly across
all masks, is N · si. Across all of the measurements in a se-
quence of Q images, the average noise floor for the images
in the mask sequence is

P
q

p
Aq ·N/Q. Thus, if we set

the signal from a singular value to equal the average noise
floor, N · si =

p
N ·

P
q

p
Aq/Q, then, solving for si:

T = (

P
q

p
Aq)/(Q

p
N) (5)

is interpreted as the noise threshold for singular values.
In the top of Fig. 4, we plot invertibility R as a func-

tion of specimen brightness, according to Eqs. 3 and 5,
and assuming equal exposures per mask. What becomes
clear is that different masks perform best in different bright-
ness regimes. Whereas for low photon (high relative noise)
regimes the masks with larger openings perform better, for
larger photon counts, it is worth masking some of the aper-
ture to gain invertibility. For reference, imaging a dim spec-
imen susceptible to photobleaching at tens of Hz generally
yields photon counts below 10

3 photons, whereas brighter,
more robust specimens can fill the 10

4 � 10

5 photon dy-
namic range of the camera. Interestingly, random masks
with 50% open aperture perform quite well, particularly for
higher photon counts. Here, though, we find that focal stack
offers the most information across nearly all reasonable sig-
nal regimes.

In the bottom of Fig. 4, we plot the results with a slightly
different normalization of the OTFs, as a proxy for a single-
snapshot implementation – the ultimate goal. Here, instead
of assuming that each mask in the sequence is presented for
the same exposure, we assume that we have an ideal beam-



Figure 4. Frequency space invertibility depends on the signal-to-
noise regime. (top) Assumes equal exposure time for each mask in
the sequence. (bottom) Assumes ideal optical device exists to split
light for a single snapshot capture, and thus accounts for overlap
between masks in a sequence. Invertibility is plotted as a function
of average number of photons per pixel (with the aperture fully
open), assuming Poisson noise. Values were normalized to the
maximum achievable with ‘single plane’, which corresponds to
25 images with an open aperture, all focused on the same plane.

splitter which simultaneously redirects light from a single
exposure according to each of the aperture masks. As an
example, if one part of the aperture is covered by five aper-
ture masks, only 1/5 of the photons through that region are
assigned to each corresponding image. To simulate this,
we additionally normalize each OTF based on the amount
of overlap that the corresponding aperture mask has with
all other masks in the sequence. Further, we modify Eq.
5 so that Aq incorporates the degree of overlap for each
mask. Because focal stack, 50% overlap random masks, and
ALF-circles have a large amount of overlap, whereas ALF-
rings does not, we observe a change in relative performance.
In particular, for low-photon counts, ALF-circles performs
best. For larger photon counts ALF-rings performs best (see
black arrow). Based on these results and their implications
for future snapshot implementations, we focused our sub-
sequent investigation on focal stack, ALF-rings, and ALF-
circles.

In the top of Fig. 5, again exploring the non-single snap-
shot case, we explicitly plot the SNR (Eq. 4) along the kx
axis, max-projected across kz and across all masks in each
sequence. The conclusion here is that for high signal, and
thus low relative Poisson noise, ALF-rings provides higher
SNR at the highest frequencies (see red arrow). For lower
signal, as the information at these high frequencies becomes
washed out by the noise, the mid-frequency strength of se-
quences with larger aperture openings offer more of an ad-
vantage. Finally, ALF-circles always performs better than
LF-pinholes. Thus, depending on sample brightness and the

Figure 5. Frequency response as a function of noise and depth. For
the same aperture mask sequences as in Fig. 4, with equal expo-
sure per mask. (top) Signal-to-noise ratio at different specimen
brightness values, along the k

x

axis of the OTF, max-projected
across images in each sequence. Photon count is the average num-
ber of photons per pixel with the aperture fully open. Red ar-
row indicates where ALF-rings outperforms all other masks at the
highest spatial frequencies. (bottom) Depth-dependent OTF as a
function of specimen brightness, max-projected across k

y

and all
images in each sequence. Color indicates specimen brightness at
which the signal power is above Poisson noise power.

relative importance of different frequency bands, the perfor-
mance of different aperture mask sequences varies.

Depth-dependent OTF Intuition derived from using the
defocus OTF (Eq. 2) can be augmented by also plotting the
depth dependent OTF, or simply the Fourier transform of
OTF (kx, ky, kz) along the kz direction. This provides the
lateral resolution as a function of depth from the focal plane,
as shown in Fig. 5 (here assuming equal exposure time per
mask). We take noise into account according to Eq. 4 by
computing H = |

p
A · OTFz(kx, ky)/OTFz(0)|2, setting

SNR = 1, and thus plotting log10(1/H), max-projected
across all masks in a sequence. The color then represents
the number of photons per pixel (with a fully open aper-
ture) necessary for SNR(kx, kz) � 1. We find that for a
limited number of images, focal stack offers the strongest
performance within a small axial range, whereas for bright
enough specimens, other approaches such as ALF-rings and



random mask can offer good performance across a larger
axial range.

In the next sections, we test the performance of these
aperture mask designs for reconstructing volumes in simu-
lation and with a hardware prototype and explore the con-
sequences of different specimen brightness levels.

5. Results
5.1. Simulation

Forward model and reconstruction Incoherent fluores-
cent image formation can be described by filtering in the
pupil plane with the 2D depth-dependent OTFz(kx, ky) for
each depth z, followed by axial projection onto the camera
sensor to sum contributions from each depth. We discretize
the sample volume into nv voxels and the camera sensor
into np pixels. For a sequence of Q images, we apply the
forward model I ⇠ Pois(Ax + b), where I 2 Rn

p

Q is the
vectorized stack of sensor images, x 2 Rn

v is the vector-
ized discrete sample volume, b 2 Rn

p

Q is the vectorized
background signal, and A 2 Rn

v

⇥n
p

Q is the measurement
matrix composed by

A = PzF
�1
b KFx, (6)

where Fx 2 Cn
v

⇥n
v takes the 2D discrete Fourier trans-

form (DFT) of each z-slice of the volume, K 2 Cn
v

Q⇥n
v is

a stack of diagonal matrices that perform element-wise mul-
tiplication with OTF (q)

z for each depth z and each aperture
mask q, F�1

b 2 Cn
v

Q⇥n
v

Q is a block diagonal DFT ma-
trix that takes the inverse 2D DFT along kx and kx, and
Pz 2 Rn

p

Q⇥n
v

Q applies a projection along z.
We solve for the most likely x given I and estimated b

with the common Richardson-Lucy iterative updates:

x(j+1)
= diag(AH1)�1diag[AHdiag(Ax(j) + b)�1I]x(j)

(7)
where AH is the adjoint of A. See Supplement for details.

Simulation results We began by testing our aperture se-
quence designs in simulation. We compared three cases,
each with 25 aperture masks centered on the correspond-
ing 25 locations of a 5⇥5 square grid: (1) LF-pinholes,
(2) ALF-circles, and (3) ALF-rings. Further, since random
aperture masks have been used in similar work [28, 24, 32],
we additionally compared the performance of 25 random
binary aperture masks. Here, because Fig. 4 implied that
non-overlapping random masks only work for very bright
signal levels, we used random masks that each had 50 per-
cent light transmission. Our hypothesis from previous anal-
yses was that LF-pinholes would have the worst resolution,
and that for bright samples ALF-rings would offer the high-
est resolution across the largest axial field of view.

Figure 6. Simulation results showing the test volume, sample sen-
sor images with Poisson noise for each of the aperture mask
schemes, and maximum intensity projections (MIPs) of the re-
constructed volumes. The volume (1024 ⇥ 1024 ⇥ 15) con-
sisted of non-overlapping test resolution bars every third slice,
with 6.67 µm between each slice. All scale bars measure 10 µm.

As shown in Fig. 6, we simulated sensor images and re-
constructions for a test resolution chart volume. All sensor
images had equal bright (106 photons) total intensities with
Poisson noise applied. The reconstructions were run for
2000 iterations, throughout which the mean-square-error to
the test volume monotonically decreased. While the indi-
vidual ALF-ring sensor images possessed more background
blur, they also contained high frequency information not
present in the pinhole images. We observe that ALF-rings
obtains the best results of the four cases, as it resolves the



smallest 0.5 µm wide bars even at 40 µm from the focal
plane and the next-smallest 0.8 µm wide bars to at least 80
µm from the focal plane. ALF-circles outperformed LF-
pinholes near the focal plane while matching LF-pinholes
farther from the focal plane. These results supported our
intuition and hypothesis, and we were thus encouraged to
implement a prototype.

5.2. Experimental prototype

Optical setup We used a commercial top-illuminated
epifluorescence microscope with a 20x 0.5 NA objective
(Olympus) and a 4f system extension, as shown in the top
of Fig. 7. Aperture masks printed on transparencies (Fine-
line printing) were mounted on a motorized rotation mount
(Thorlabs) placed at the conjugate pupil plane. Although
one could use a spatial light modulator instead of physical
masks, we decided against it at this stage due to the poten-
tial light loss and diffraction effects. A drawback of our
implementation is that while convenient for mask designs
with symmetry, that could easily be calibrated, it was not
as straightforward for us to test random mask designs. We
leave empirical testing of those designs for future work. Im-
ages were taken with the Hamamatsu ORCA-Flash4.0 V2
digital sCMOS camera. Exposure times were set to nearly
saturate the sensor for each mask (over 104 photons). For
more details see Supplement.

USAF resolution target results We captured aperture-
mask sequences (13 masks per scheme) of a USAF 1951
resolution target (Edmund Optics) placed on top of a flu-
orescent slide at a series of defocus distances from objec-
tive’s focal plane. We reconstructed the target individually
at each defocus position, as seen in Fig. 7. Results from
both ALF configurations surpass those of LF-pinholes near
the focal plane. Up to at least 100 µm from the focal plane,
ALF-rings continues to outperform the other aperture mask
schemes, due to the larger depth of field Bessel PSFs [16].

Notably, ALF-rings also outperforms state-of-the-art
lenslet-based LFM results (see Fig. 5 in [9]), which uses
the same 20x/0.5NA objective and resolution chart, but
achieves resolution in group 9 only out to 15 µm from the
focal plane, as opposed to 30 µm for ALF, and resolution in
group 8 only out to 50 µm, as opposed to 100 µm for ALF.

Fluorescent pollen grain results Our next specimen was
a slide of autofluorescent pollen grains (Celestron). The
volume reconstructions are shown in Fig. 8 and Fig. S6.
In this case, results with ALF-circles surpass those with
ALF-rings. The pollen grain was a dim sample compared
to the resolution chart, corresponding to around 10

3 pho-
tons per pixel in Fig. 4. While with ALF-rings only pockets
of high frequencies were above the noise threshold, ALF-

circles maintained SNR � 1 for a continuous range of mid-
dle frequencies. In addition, the specimen was only around
40 µm thick in total, so the disparity at farther distances
from the focal plane was not relevant. Further, as expected
at this specimen brightness, focal stack with deconvolution
outperformed all amplitude mask based methods.

6. Discussion
We began this paper by investigating the diffraction-

imposed limits on the axial and lateral resolution of LFM,
in search of scanned aperture angular sampling schemes
that could yield improved spatial resolution with an equiv-
alent axial field-of-view. Using the 3D OTF, we discovered
that very little of the total information transmitted through
the microscope objective is recovered with existing light
field techniques, particularly those that sub-aperture sam-
ple. Based on this analysis, we developed design principles
for utilizing more of the information transmitted through the
objective. From these principles, we designed the Aperture-
interference Light Field (ALF) schemes and showed that
they provide higher resolution volumetric images than pre-
vious LFM designs [9, 30], both in simulation and exper-
imentally. We also demonstrate how various assumptions
and parameters yield changes in relative performance be-
tween focal stack and amplitude aperture mask schemes.

Whereas conventional LFM records fixed width Gaus-
sian beam projections at different angles through a spec-
imen, ALF-circles and ALF-rings record projections with
varying beam-waists. This decouples some of the trade-
off between depth of field and spatial resolution of standard
LFM, enabling recovery of more spatial frequency content.
Intriguingly, when considering the tradeoffs of a potential
single-snapshot design, both ALF-rings and ALF-circles of-
fer advantages compared even to focal stack (see bottom of
Fig. 4).

As alluded to earlier, we limited the scope of our anal-
ysis in a number of ways that deserve further discussion.
First, we rely on a sequential acquisition strategy, because
it is more intuitive to analyze and easier to implement with a
proof-of-concept prototype. Although for bright specimens
sequential ALF may fill a niche between high-resolution
but slow methods such as confocal, and low-resolution but
fast methods such as LFM, there are a number of paths
to achieving a single-snapshot ALF-inspired configuration
(in line with the bottom of Fig. 4), including: 1) a spe-
cially designed pupil plane phase mask, fabricated as in
[1] or SLM-generated as in [48], that can simultaneously
implement multiple overlapping lenses and gratings to spa-
tially multiplex images corresponding to different aperture
masks; 2) a mirror or beamsplitter based implementation
similar to [18]; 3) a beamsplitter approach that enables the
simultaneous application of different masks to copies of the
image; 4) a lenslet array using lenslets with curved focal



Figure 7. (top) Optical setup: a standard epifluorescence micro-
scope with a 4f relay system off the camera output port. (bottom)
Experimentally captured single plane reconstruction of a USAF
1951 resolution chart (groups 8 and 9) at different defocus depths
for LF-pinholes, ALF-circles, and ALF-rings. Scale bars 15 µm.

Figure 8. Deconvolved volumes of experimentally captured pollen
grain data with LF-pinholes, ALF-circles, ALF-rings, and focal
stack showing (left) Maximum intensity projections (MIPs) of the
reconstructed volume and (right) zoomed-in z-cross-sections (at
focal plane) of reconstructed pollen grains. For pollen grain MIPs,
the aspect ratio x:y:z is 1:1:3.2. Yellow scale bars measure 40 µm.

planes such that pixels behind a single lenslet sample light
through possibly non-disjoint subsets of the aperture plane.

To understand the fundamental resolution limits of LFM,
we excluded scattering from our analysis. For many spec-
imens, including larval zebrafish and cell cultures, this is a
reasonable assumption [12]. It is of interest for future work
to consider the extent to which scattering affects the dimen-
sionality gap and the assumption of angular redundance, es-
pecially in the context of recent associated work [31].

Finally, we note that in order to maintain a direct analogy
with existing light field systems, our analysis was limited



to binary amplitude-only aperture masks and uniform epi-
illumination. Future work should investigate variable phase
and amplitude aperture profiles, including exploring other
techniques for recording high depth of field projections be-
yond a Bessel beam, such as a cubic phase mask [14, 33].
Further, the OTF analysis presented here lends itself toward
investigating how active illumination such as structured il-
lumination can help expand the spatial frequency support
of pupil coded light field techniques [19]. In particular, by
surpassing the small-aperture induced resolution bottleneck
of the LFM approach, we shed light on how other aspects
of LFM become the primary limiting factors, providing tar-
gets of future work: that LFM relies on uniform widefield
illumination, and that it concentrates its collection of infor-
mation from around a single focal plane.

7. Conclusion
Light field fluorescence microscopy (LFM) accom-

plishes volumetric imaging across a large axial field of
view by recording many angular perspectives of a spec-
imen. Each perspective contains high angular resolution
and a large depth of field because it effectively only sam-
ples from a small region of the aperture; for the exact
same reason, however, each perspective suffers from poor
diffraction-limited spatial resolution. We find that this ulti-
mately lies at the heart of why LFM has poor optical res-
olution. By noting that LFM was fundamentally designed
to sample four spatio-angular dimensions, but fluorescence
microscopy only seeks recovery of three spatial dimen-
sions, we set out to determine whether by merging redun-
dant angular samples it would be possible to improve the
diffraction-limited resolution of LFM. Using the 3D OTF
and amplitude aperture masks, we show that by consider-
ing the interference of light that passes through different
parts of the aperture, it is indeed possible to develop sam-
pling schemes that achieve higher spatial resolution across
an equivalent axial field of view as compared with both con-
ventional LFM and existing amplitude aperture codes. In
concert, our findings provide a crucial step towards high
resolution, snapshot volumetric microscopy.
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